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Abstract 

This paper critiques the foundational assumption underpinning UK and EU 
regulations—including the GDPR, Online Safety Act, Digital Services Act, and Artificial 
Intelligence Act—that agency is a possessive attribute rooted in individual autonomy. 
Using YouTube and TikTok as case studies, it examines how advanced recommendation 
systems powered by deep neural networks, multi-armed bandits, and reinforcement 
learning blur the boundaries between user agency and platform influence. Drawing on 
feminist relational theory and Karen Barad’s concepts of intra-action and diffraction, the 
paper argues that contemporary platforms generate a distinct, relational form of agency 
that operates interstitially in the ‘in-between’ of user actions and algorithmic systems. 
This emergent directive power challenges existing law in the EU and UK concerning 
online safety, which position platforms as neutral tools rather than co-constitutive 
entities. The paper calls for a re-imagination of legal ontologies and for a shift from 
possessive agency to relational governance to address the complexities and risks posed 
by modern algorithmic assemblages. 
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Resumen  

Este artículo critica el supuesto fundamental en el que se basan las normativas 
del Reino Unido y la UE –incluidos el RGPD, la Online Safety Act (Ley de Seguridad en 
Línea), la Ley de Servicios Digitales y la Ley de Inteligencia Artificial– de que la agencia 
es un atributo posesivo arraigado en la autonomía individual. Utilizando YouTube y 
TikTok como casos de estudio, se examina cómo los sistemas avanzados de 
recomendación impulsados por redes neuronales profundas, bandidos multibrazos y 
aprendizaje de refuerzo desdibujan los límites entre la agencia del usuario y la influencia 
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de la plataforma. Partiendo de la teoría relacional feminista y de los conceptos de 
intraacción y difracción de Karen Barad, el artículo sostiene que las plataformas 
contemporáneas generan una forma distinta y relacional de agencia que opera 
intersticialmente en el “entremedio” de las acciones de los usuarios y los sistemas 
algorítmicos. Este poder directivo emergente desafía la legislación vigente en la UE y el 
Reino Unido en materia de seguridad en línea, que sitúa a las plataformas como 
herramientas neutrales en lugar de entidades co-constitutivas. El artículo aboga por una 
reimaginación de las ontologías jurídicas y por un cambio de la agencia posesiva a la 
gobernanza relacional para abordar las complejidades y los riesgos que plantean los 
ensamblajes algorítmicos modernos. 

Palabras clave 

RGPD, OSA, LSA, LIA; gobernanza de algoritmos; redes neuronales profundas; 
nuevo materialismo feminista; intra-acción y difracción 
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1. Introduction 

In the UK and EU, the primary laws governing user safety on social media and video-
streaming platforms are as follows: the General Data Protection Regulation (GDPR) 
(2016), which regulates the collection and processing of personal data; the Online Safety 
Act (OSA) (2023) in the UK and the Digital Services Act (DSA) (2022) in the EU, both of 
which focus on the duties and responsibilities of platforms regarding the content they 
amplify and curate (see OSA, §§ 7–12; DSA, arts. 16, 23–24); and the Artificial Intelligence 
Act (AIA) (2024) in the EU, which prohibits specific uses of algorithmic systems, 
particularly manipulative or deceptive practices such as subliminal messaging and the 
targeting of vulnerable groups like children (see AIA, art. 5). 

Despite their differences, these regulations share a foundational and implicit assumption 
about agency, one rooted in the traditional liberal conception of possessive agency, 
grounded in the notion of the autonomous legal subject, wherein agency is understood 
as internal to the individual (see GDPR, arts. 5–9, 12–14; DSA, recitals 50, 54, and arts. 
14–15; OSA, §§ 14–15). In the context of platforms, this conception manifests as the 
belief—or, more specifically, an objective in law—that users act upon the platform, with 
their will and intentions reflected in their interactions and engagements (e.g., OSA, §§ 
26–27, 38; GDPR, recital 32, art. 14). Platforms, in this model, are viewed as distinct and 
separate from users—tools that individuals use to mirror and reflect their intentions. 

This understanding is not limited to law but extends into academic scholarship, 
particularly in discussions around echo chambers and the surveillance platform 
economy (Sunstein 2018, Zuboff 2019). In these contexts, the dominant concern is that 
agency, being fundamentally individualistic and possessive, enables users to exercise 
their agency by engaging with passive platforms that reinforce, echo, and mirror their 
intentions and biases (Sunstein 2017, 2018). Platforms are commonly imagined as 
external tools or mirrors, reflecting user intentions and biases, rather than as entities that 
fundamentally shape or constitute that intention or agency (Sunstein 2018, Brown et al. 
2022). Similarly, in the field of surveillance capitalism, a parallel concern emerges: 
Skinnerian behavioural conditioning. Here, the primary worry is that platforms, 
particularly through their recommendation systems, are designed to exploit users’ 
internal desires and physiological needs for dopamine hits via variable rewards (Alter 
2017, Zuboff 2019). This model assumes that users possess an internal drive for such 
rewards and that platforms act as external systems, mirroring and reinforcing this desire 
by providing random variations that trigger dopamine responses (Zuboff 2019). 

Across these contexts—whether in law, echo chamber theories, or behavioural 
conditioning models—the individual and their behaviours, intentions, and biases are 
treated as the dominant unit of analysis. Agency is consistently conceptualised as an 
internal and distinct attribute of the individual, operating within a framework that 
assumes a dualistic separation between the individual and the platform (Barad 2007). 
While the relationship between users and platforms is acknowledged, it is primarily 
understood as one of interaction between two distinct entities. The individual’s agency 
is seen as separate from the platform: either the platform reflects and echoes back the 
user’s intentions (as in echo chamber theories or legal frameworks) or it acts upon the 
user’s internal drives and desires (as in behavioural conditioning models). Even when 
the platform seeks to influence user behaviour, it is imagined as responding to the user’s 
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internal possessive agency rather than co-constituting or reshaping it (Sunstein 2017, 
2018). 

Using YouTube and TikTok as case studies, and the foundational algorithmic systems 
that drive them (mainly, deep neural networks, the law of large numbers, multi-armed 
bandits, and reinforcement learning), I will begin by introducing these foundational 
techniques and argue that the current framing of agency neglects the ways in which 
modern platforms, particularly those powered by advanced recommendation systems, 
fundamentally challenge these assumptions by blurring the boundaries between 
individual agency and platform influence. In that, the directive and constitutive power 
of these systems is now so immense that the gap between what these systems predict 
and what users do is so negligible as to not be so much erased but effectively 
reconfigured and rendered indistinguishable in practice. 

After that, and drawing from feminist relational theory and new materialism (Alaimo 
and Hekman 2008, Downie and Llewellyn 2011, Nedelsky 2011, Harris 2021)—
particularly Karen Barad’s concepts of intra-action and diffraction (Barad 2007, 2014)—I 
will argue that what has emerged is not an individual, possessive form of agency but 
rather a distinct mode of action and being. This mode operates interstitially, existing in 
the ‘in-between’ spaces of becoming and emergence, where user intentionality and the 
platform’s directive and constitutive power converge. It is less about agency as 
something owned or possessed by the individual and more about a gravitational pull or 
dynamic force that arises relationally, shaped by the entanglement of user actions and 
algorithmic systems (Barad 2007, Nedelsky 2011). 

 As such, I will finish by contending that this mode of agency generates significant 
challenges to the current applicable law that need more focused attention by legal 
scholars. These challenges are particularly acute for users in vulnerable contexts and 
high-stakes scenarios, where the entangled dynamics of agency and algorithmic power 
can exacerbate marginalisation and lead to harmful trajectories. Such risks demand a 
rethinking of regulatory assumptions to account for the relational and constitutive 
nature of these systems, especially given their potential to shape users’ decisions and 
outcomes in significant and often detrimental ways. 

2. The backbone of algorithmic recommendations: An overview of deep neural 
networks 

The recommendation systems on platforms like YouTube and TikTok are incredibly 
complex and sophisticated (Covington et al. 2016, Fang et al. 2020, Smith 2021). The 
computational power and infrastructure required to run them are immense—not only 
to store the vast amounts of data, information, and software necessary but also to execute 
the advanced mathematical modelling and machine learning techniques that underpin 
these systems (Covington et al. 2016, Gao et al. 2017, Salehi Rizi and Granitzer 2017). 
What feels intuitive and organic to users (the feeling, as the New York Times put it, that 
they are “reading your mind”(Smith 2021)) is, thus, the result of extraordinarily complex 
processes that we cannot fully capture in any detail here. Nevertheless, for our purposes, 
a high-level understanding of some of the key techniques foundational to these systems 
should suffice.  
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The operation of recommendation systems on platforms like YouTube and TikTok can 
be broadly understood through two interconnected stages (Covington et al. 2016, Smith 
2021). The first stage occurs offline, independent of users’ real-time engagement (Chen 
et al. 2024). This involves training the predictive model that will later be used when users 
engage with the platform. During this phase, companies collect and aggregate vast 
quantities of historical data—billions of user interactions, behaviours, and activities on 
their platforms—and process this dataset using machine learning (a method of teaching 
computers to identify patterns, make decisions, or predict outcomes based on data, 
without being explicitly programmed for every scenario, while improving over time as 
they process more information) (Covington et al. 2016, Smith 2021). 

To give a sense of the sheer scale and variety of this data, platforms gather both explicit 
and implicit data (referred to as ‘signals’) from users (Covington et al. 2016, Smith 2021). 
Explicit signals include actions such as liking or disliking a video, subscribing to a 
channel, commenting on content, saving videos to playlists, and sharing them with 
others. These are the visible, intentional actions users take. In addition, platforms collect 
implicit signals, which are often less obvious but equally significant in shaping 
recommendations. These include data such as whether a user watched a video to 
completion, paused it, replayed certain sections, or skipped ahead (Covington et al. 2016, 
Hu et al. 2018). It also includes the time a user hovers over a thumbnail, the speed and 
direction of their scrolling, the frequency with which they revisit certain types of content, 
and even the time of day they are active. Moreover, beyond these behavioural signals, 
platforms gather contextual information such as the user’s device type, operating 
system, location, language preferences, and internet speed. They may also incorporate 
demographic data, inferred or provided directly by the user, including age, gender, and 
regional identifiers (Covington et al. 2016). Taken together, this data is colossal in scale. 
With billions of users worldwide generating millions of interactions every second, 
platforms process petabytes of information daily (for context, a single petabyte is 
equivalent to over 500 billion pages of standard printed text or approximately 13 years 
of continuous high-definition video) (Covington et al. 2016, Georgevici and Terblanche 
2019). 

The machine learning technique that processes this data is called a Deep Neural Network 
(Covington et al. 2016, Vieira et al. 2020). While it is often described as an algorithm that 
mimics the structure of the human brain—drawing analogies to neurological and 
synaptic architecture (Montesinos López et al. 2022)—a more intuitive way to imagine it 
might be as a vast and immensely complex, finely tuned, highly calibrated machine, 
apparatus, or assemblage of hundreds, thousands, or even of thousands (in the case of 
‘deep’ networks) of interconnected layers of algorithms functioning together to complete 
a task (Montesinos López et al. 2022). 

Powered by supercomputers (so-called because they are vastly more powerful than 
regular computers, capable of performing trillions of calculations per second and 
handling immense datasets simultaneously through advanced parallel processing), 
these networks are capable of detecting incredibly subtle and granular relationships and 
patterns within the massive datasets they are fed (Covington et al. 2016). These datasets 
are analysed based on billions of parameters—factors or elements—that enable the 
network to uncover patterns and relationships across hundreds of billions of data points 
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or signals and an almost incomprehensible number of dimensions, all with the singular 
aim of optimising their predictive capacity to increase watch time—whether by mere 
fractions of a second, milliseconds, or minutes—knowing that even the smallest 
incremental gains at this immense scale result in significant overall impact (Covington 
et al. 2016). 

Once the predictive model has been trained, in the second phase of this process, it is used 
to generate formulas or recommendation logics that the model can use in real-time on 
live users (Covington et al. 2016, Chen et al. 2024). These formulas perform two essential 
functions. First, they enable the system to select potential candidates from a vast corpus 
of content—billions of videos or other forms of media. Second, they rank these selected 
candidates to identify the content most likely to maximise user engagement and 
retention. 

However, it is important to understand that the formulas and parameters used to 
determine them are not fixed. They change and are fine-tuned over time, influenced by 
new historical data and ongoing optimisation efforts to improve predictive accuracy 
(Covington et al. 2016, Smith 2021, Chen et al. 2024). Because these systems rely on deep 
neural networks, their operation should not be thought of as following simple, static 
rules, such as “if a user watches video A, recommend video B.” Instead, they function 
more like methods of reasoning based on a vast array of learned factors to make finely 
balanced and contextual decisions about content selection and ranking (Covington et al. 
2016, Chen et al. 2024). 

That is, it is less like following a step-by-step recipe to cook a dish and more akin to the 
experience of mastering a skill through repeated practice, such as learning how to 
parachute. After undergoing countless hours of training and practice, a parachutist 
develops a particular orientation and set of reflexes. They acquire an almost instinctual 
understanding of how to position themselves in the air, when to deploy the parachute, 
and how to adjust for external factors to ensure a safe landing. This understanding 
becomes embodied—a form of muscle memory or a deeply ingrained sense of what to 
do in specific contexts, refined over time and shaped by countless repetitions. Similarly, 
these algorithms develop a kind of ‘reflexive intelligence’ through processing hundreds 
of billions of data points about user behaviour and acquire the capacity to discern what 
to do in a given context—not by following a rigid set of instructions but by drawing on 
patterns and relationships learned through vast amounts of training (Covington et al. 
2016, Chen et al. 2024). Over time, they build a highly sophisticated sense of what actions 
(in this case, recommendations) are likely to achieve the desired outcome, such as 
maximising user engagement. 

3. The TikTok algorithm: A simplified view of ranking and weights 

Although these formulas or logics are typically considered highly commercially 
sensitive and are treated as trade secrets, due to the New York Times investigation into 
TikTok (Smith 2021), we have a much-simplified version of one such formula that gives 
us an idea of the factors likely considered when recommending content and training the 
machine offline.  

What we know is that TikTok’s recommendation engine uses this formula to score or 
rank videos for recommendation based on their potential to engage a user: Score = (Plike 
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× Vlike) + (Pcomment × Vcomment) + (Eplaytime × Vplaytime) + (Pplay × Vplay). This formula combines 
predictions about user behaviour with weights assigned to specific actions to determine 
which videos are most likely to keep the user engaged. Each term in the formula 
represents a combination of two components: a prediction and a weight. The prediction, 
calculated by TikTok’s machine learning models, estimates the likelihood of a user 
taking a particular action (e.g., liking a video). The weight, on the other hand, quantifies 
how much importance or value the system places on that particular action in influencing 
the overall recommendation score (Vieira et al. 2020). It acts as a multiplier that adjusts 
the significance of the corresponding prediction within the formula. For example, if the 
system determines that ‘liking’ a video is a strong indicator of engagement, the weight 
for ‘likes’ (Vlike) will be higher, meaning that the Plike (probability of liking) will have 
a larger impact on the final score. Weights are fine-tuned during the training process to 
optimise the system’s ability to maximise user engagement (Covington et al. 2016, Vieira 
et al. 2020). 

For example, Plike is the probability that a user will like a video, based on their past 
interactions and inferred preferences, while Vlike indicates how much value a like 
contributes to the video’s overall score. Similarly, Pcomment predicts the likelihood of a user 
leaving a comment, and Vcomment determines how influential that behaviour is in the 
recommendation process. Eplaytime measures how long the video is watched—an 
important signal of engagement—while Vplaytime reflects its weighting in the score. 
Finally, Pplay estimates the probability of a user choosing to watch the video at all, with 
Vplay accounting for the significance of simply pressing ‘play.’ 

The final product of this calculation is ‘the score,’ which is a relative measure that the 
algorithm uses to rank videos. A higher score means the video is more likely to capture 
user attention and keep them engaged, so it’s more likely to be shown to them. The 
algorithm calculates similar scores for other videos, and the ones with the highest scores 
make it into the user feed. As such, this score does not have an absolute meaning outside 
of the algorithm (Covington et al. 2016, Vieira et al. 2020, Smith 2021). Instead, it is part 
of a ranking system where each video competes with others. The process is dynamic and 
contextual—another user might see a completely different ranking because their 
probabilities and weights would differ based on their inferred preferences and 
behaviour. 

4. Why more data means better predictions: The role of the law of large 
numbers 

The significant advantage that platforms like YouTube and TikTok possess in 
determining and fine-tuning weights—the relative importance assigned to specific 
factors (e.g., likes, comments, playtime)—in their formulas is their access to an 
extraordinarily large volume, variety, and diverse sources of user data and behaviour 
(Covington et al. 2016, Smith 2021, Chen et al. 2024). This vast scale of data enables these 
platforms to exploit the statistical principle of the law of large numbers, alongside the 
scaling laws of large models, to achieve extraordinary predictive accuracy and 
effectiveness in their recommendation engines (Révész 2014, Conti et al. 2018, Zhang et 
al. 2024). The statistical principle of the law of large numbers of states that as the size of 
a dataset increases, the average result of random variables (in this case, user behaviours) 
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becomes more predictable and converges to the expected value. In the context of 
platforms like YouTube and TikTok, this principle allows their algorithms to smooth out 
the inherent randomness in individual user actions by aggregating behaviour across 
millions or even billions of users (Covington et al. 2016). This aggregation reduces the 
influence of outliers and ‘noise’ and enable the system to identify general trends and 
behavioural patterns with remarkable precision (Révész 2014, Conti et al. 2018). 
However, the law of large numbers relies on having access to an immense volume of 
data; it cannot operate effectively at the level of individual users, where behavioural data 
is too sparse and noisy to extract meaningful patterns. At an individual level, 
randomness dominates and predictions based on a single user’s actions (that is, the idea 
of personalisation as typically understood) highly unreliable; i.e., the typical notion of 
personalisation—where a platform tailors content uniquely for an individual based 
solely on their explicit preferences and actions—fails because isolated data points lack 
the statistical stability needed to support accurate predictions. 

In parallel, the scaling laws of large models describe how the performance of machine 
learning models improves predictably as the size of the model (measured in parameters) 
and the dataset (measured in training examples) increase (Zhang et al. 2024). Larger 
models have the capacity to learn and represent complex relationships within data, 
including subtle and multi-dimensional patterns that smaller models may miss 
(Covington et al. 2016, Zhang et al. 2024). For example, a recent detailed study of 
recommendation systems (Zhang et al. 2024) shows that larger models are also more 
data-efficient, meaning they can extract more value from a given dataset compared to 
smaller counterparts. When applied at the scale of platforms like YouTube and TikTok, 
these scaling laws allow their recommendation systems to fine-tune predictions and 
make highly accurate inferences about user behaviour. 

Importantly, such predictive accuracy is possible even in the presence of gaps in the data 
due to advanced techniques that fill these voids with synthetic or inferred information 
(Chen et al. 2024). When platforms like YouTube face missing or sparse data—whether 
it’s a user who hasn’t interacted much, a newly uploaded video with no views, or gaps 
in user preferences—they can employ different strategies to ‘plug the gaps’ and maintain 
their predictive power. For instance, synthetic data generation creates realistic but 
artificial data points that mimic the patterns and trends observed in existing datasets. 
Imagine a new video with no initial viewers: the system might use similar videos’ past 
data to simulate expected behaviours and help the model understand how audiences 
might react. Similarly, for new or infrequent users, knowledge graphs link sparse user 
data to related attributes (like favourite genres or viewing history) to infer likely 
preferences. In cases where only limited individual-level data exists, transfer learning 
allows the system to draw insights from related groups or contexts and to share 
knowledge between them to make accurate predictions (Covington et al. 2016, Chen et 
al. 2024). 

When the statistical principle of the law of large numbers, the scaling laws of large 
models, and advanced techniques like synthetic data generation, knowledge graphs, and 
transfer learning are combined, recommendation systems can achieve extraordinary 
levels of predictive accuracy. By leveraging the immense volume and diversity of user 
data, the law of large numbers means that randomness in individual behaviour is 
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smoothed out, allowing the system to detect stable patterns across billions of users. 
Simultaneously, scaling laws enable large machine learning models to capture complex, 
multidimensional relationships within the data, refining predictions with exceptional 
granularity and subtlety. Advanced techniques address gaps or sparse data, ensuring 
consistent predictive power even in less-than-ideal conditions. This synergy makes it 
possible for systems to approach prediction accuracies exceeding 90% for key 
engagement metrics like watch time, as deviations between expected and actual 
behaviours become statistically negligible at scale (Révész 2014, Covington et al. 2016, 
Zhang et al. 2024). That is, at these levels of predictive accuracy, the gap between what 
the system predicts users will do and what users actually do becomes, over time, 
vanishingly small so that instances where the system’s predictions deviate from user 
behaviour are not just infrequent but occur within an increasingly narrow band of 
exceptions or errors.  

5. Finding the best path: How multi-armed bandits use reinforcement learning 
to explore and exploit 

In addition, when the predictive models go live, platforms like TikTok and YouTube 
typically employ what are known as multi-armed bandits as a form of reinforcement 
learning—a machine learning technique where an algorithm learns in real time by 
receiving ‘rewards’ or ‘punishments’ based on how well it performs a specific task 
(Covington et al. 2016, Silva et al. 2022). More precisely, the term ‘multi-armed bandit’ 
originates from probability theory and statistics based on an analogy to a gambler at a 
row of slot machines (referred to as ‘one-armed bandits’). Each slot machine represents 
a different option with an unknown probability of providing a reward. The gambler’s 
task is to figure out which slot machine is most rewarding by balancing two competing 
actions: exploiting the machine that seems to give the best payouts based on previous 
pulls and exploring other machines that might yield even higher rewards (Feng 2024). 

In the context of a recommendation system, the algorithm plays the role of the gambler, 
and the ‘slot machines’ represent different types of content it could recommend to users. 
The rewards, in this case, are user engagement metrics, such as watch time, likes, shares, 
or clicks. A ‘reward’ occurs when a user engages with the content in a way that aligns 
with the system’s goal—most often, extending time spent on the platform. Conversely, 
a ‘punishment’ happens when the user disengages, such as skipping the video, closing 
the app, or abandoning a suggested pathway. 

The algorithm continuously experiments with these ‘machines,’ or content types or 
sequences or timing of content, to refine its strategy. Through exploitation, the system 
recommends content similar to what the user has already engaged with, betting on 
known tendencies. However, exploration is equally important: the algorithm tests 
alternative content types or recommendations, seeking to uncover new interests or 
engagement opportunities that might lead to even higher rewards. This exploratory 
process involves observing how users react to unfamiliar or unexpected content and 
recalibrating the system’s predictions and strategies based on these reactions. However, 
in practice, the distinction between exploitation and exploration becomes fluid, as both 
actions contribute to the same overarching goal: maximising user engagement. By 
exploiting known patterns, the algorithm builds on its existing understanding of user 
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preferences, while exploration allows it to refine and expand this understanding, 
ensuring its strategies remain dynamic and adaptable (Kwa et al. 2022).  

Significantly, the multi-armed bandit does not only rely on feedback from an individual 
user. It also incorporates data from other users with similar behaviours or signals, using 
the rewards and punishments it receives across the platform to continuously refine its 
decision-making. These experiments in exploration and exploitation are conducted 
routinely and at scale so that the algorithm improves over time due to scaling laws and 
the law of large numbers. That is, the more experiments and tests it runs, the better the 
algorithm becomes at determining when to stick with an exploitation strategy and when 
to switch to exploration. It also learns to adapt to the specific factors and contexts that 
influence these decisions to further refine its approach to optimise engagement (Feng 
2024). 

This real-time learning means that all users on the platform are effectively training the 
system as they engage with it. The distinction between simply using the platform and 
contributing to the training of the multi-armed bandit blurs. This happens because what 
the platforms effectively do is turn every single action—or inaction—that users take on 
the platform into a form of input for a distributed training network for the multi-armed 
bandit. Every engagement, no matter how minor, feeds into the algorithm. Through this 
process, users are not only training the algorithm to become increasingly effective at 
keeping them on the platform for as long as possible, but they are also collectively 
training the system to refine its ability to sequence and strategise content for others with 
similar engagement patterns or behavioural profiles (Zou et al. 2019, Sharma et al. 2021, 
Stamenkovic et al. 2022, Feng 2024). 

In effect, users are training the system to trap and retain themselves while 
simultaneously contributing to the system’s ability to do the same to others. This creates 
a feedback loop where the algorithm becomes ever more adept at extending watch time 
across vast groups of users, leveraging both individual and collective behavioural 
signals (Zou et al. 2019, Sharma et al. 2021, Stamenkovic et al. 2022, Feng 2024). As this 
happens, the bandits become exceptionally capable of extending watch time. They also 
grow increasingly precise at reducing the gap between their predictions of what content 
will extend user watch time or engagement and the user’s actual behaviour. 

6. Beyond skinner and bias: The emergent forces of modern recommendation 
systems 

What this means, in effect, is that what platforms like YouTube and TikTok are doing to 
retain user engagement is fundamentally different from the explanations typically 
offered within the models of surveillance capitalism or persuasive technology literature. 
These dominant models generally explain the addictive nature of platforms or the 
tendency of users to remain hooked through two main ideas. 

The first explanation, rooted in Skinnerian behaviourism, holds that users continue 
engaging with platforms because they are designed to condition behaviour much like 
slot machines (Alter 2017, Zuboff 2019). The idea is that platforms provide variable 
rewards—unpredictable outcomes that trigger a dopamine rush—encouraging users to 
repeatedly roll the proverbial content wheel in anticipation of the next ‘treat.’ In this 
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model, it is the uncertainty, randomness, and variability of rewards that create a sense 
of compulsion that keeps users engaged as they chase the next treat of content. 

The second explanation comes from persuasive technology design and choice 
architecture theories, particularly those influenced by behavioural economics and 
psychology. This perspective argues that users stay on platforms due to inherent 
cognitive biases (Fogg 2009, Sunstein 2018). For example, echo chamber theories suggest 
that users are driven by confirmation bias, seeking content that reinforces their pre-
existing beliefs. Similarly, group-based biases, such as homophily (the tendency to 
gravitate toward like-minded groups), are thought to explain why users cluster around 
specific content and communities (Sunstein 2017, 2018, Brown et al. 2022).  

Both models (i.e., behavioural conditioning and echo chambers) suggest that the 
compulsion to remain on the platform arises from internal psychological mechanisms or 
biases, portraying extended watch time as the result of something intrinsic to the user’s 
mind. However, while these explanations hold some validity, my contention is that they 
are not fully consistent with what we now understand about how platforms like 
YouTube and TikTok operate. Based on what is known about their recommendation 
systems and the techniques they deploy, these platforms do not primarily rely on such 
mechanisms to drive engagement. Instead, their approach is different in significant 
ways. 

At a fundamental conceptual level, platforms like TikTok and YouTube do not rely on 
or design their systems based on individual behaviours, actions, or internal states in 
isolation. This is due to reasons already discussed, including the reliance on large 
datasets, the importance of those datasets reaching a scale where the law of large 
numbers begins to apply, and the ability to extract meaningful patterns from aggregate 
data. What matters here is not what an individual thinks, desires, or believes; rather, 
these individual characteristics are often treated as noise, randomness, or variability 
within the larger system (Conti et al. 2018, Xin et al. 2023). The focus is on the relational 
dimension of the individual—what their signals mean in relation to vast amounts of 
aggregated data, patterns, trends, and inferred behaviours. In this sense, while the 
individual is central as a unit of analysis, they are also peripheral to the system’s broader 
goals of increasing predictive accuracy and achieving convergence between predicted 
and actual behaviours (Covington et al. 2016). 

Personalisation, therefore, is not so much about the system reflecting the intentions or 
behaviours of the user, nor necessarily about training or conditioning the user to chase 
some kind of reward. The key idea is the generation of a form of force, power, or 
gravitational pull, arising from the sheer sophistication of the system and its 
computational capacity. This creates a situation where the user experiences a feeling—a 
sense of being drawn in—so that their behaviour is consistent or made consistent with 
the system’s predictions. It’s not necessarily about the algorithm reflecting the user’s 
intention; rather, it’s about creating circumstances and conditions where it’s not that the 
user’s intentions don’t matter, but more that they feel engaged, as though the content 
being presented is exactly what they would have chosen next if they were asked to select 
it (Covington et al. 2016). 

This is different from simple prediction because it operates in that space, that line, that 
moment of intersection between prediction and actual behaviour. It’s about the specific 
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gap, the precise moment, and the relational effect that emerges in that space. This effect 
is distinct because it is not solely about the user’s intention, nor is it entirely about the 
system’s design or operation. Instead, I contend, it arises from the entire assemblage of 
components working together: the historical data used to train the algorithm, the various 
algorithms, functions, weights, formulas, and parameters processed by the deep neural 
network, the immense computational power driving it all, the reinforcement learning 
enabled through multi-armed bandits, and the principles of the law of large numbers 
(Covington et al. 2016, Vieira et al. 2020, Feng 2024). 

These elements converge in that moment, creating a condition, a force, a feeling, a pull—
a relational effect that exists and operates only by virtue of all these components acting 
together (Smith 2021). It is an immense form of power that cannot be easily reduced to 
concepts like autonomy or coercion. It exists as a phenomenon of the assemblage itself, 
something far more complex and relational in nature.  

7. Relational autonomy and intra-action: Distributed agency in algorithmic 
assemblages 

What I mean by this is: it is now trite and well-established in the fields of feminist 
relational theory, feminist materialism, new materialism, and post-humanism that the 
idea of agency—or, for that matter, the very idea of ontology (what exists in the world 
and how things relate to themselves)—is inherently relational (Barclay 2000, Benson 
2014, Bergsdóttir 2017, Harris 2021). It is not something that can easily be understood as 
a possession of any individual entity, whether human or non-human (Van Wyk 2012, 
Elwood and Leszczynski 2018, Draude 2020). 

That is to say, it is now generally accepted within these fields that the liberal idea of the 
autonomous subject, conceived as a self-contained entity with the capacity to act upon 
the world, is limited. This understanding of agency as a property or characteristic of the 
individual, bounded and self-contained, assumes a clear distinction between the self and 
the world as separate and distinct (Mackenzie and Stoljar 2000, Stoljar 2013, Mackenzie 
2019). While this perspective might capture certain aspects of agency—such as those 
linked to internal states or subjectivity that operate within the human individual—it 
remains incomplete. It centres too heavily on the human as the primary site or source of 
agency, prioritising the individual as the locus of power, capacity, and significance in 
shaping and acting upon the world (Barad 2007). 

What scholarship in these fields makes clear is that to be human, and to exist 
ontologically, is to be in relation to and in relationships with others (Morton 2013, Harris 
2021, Mauthner 2021). These relationships are not limited to other human beings but 
extend to the material world, social institutions, practices, discourses, values, artefacts, 
objects, and effects (Barad 2003, Bennett 2004, Feniak 2021). Karen Barad, like many 
others in this field, argues that agency is not an individual possession. It is not something 
we have, nor can it be imagined as a thing that resides within the isolated human subject 
(Barad 2007, Harris 2021). Instead, agency is distributed and constituted through 
relational dynamics and processes of intra-action (Rouse 2016, Hollin et al. 2017). 

Intra-action, as Barad conceptualises it, refers to the way agency emerges in the 
interstitial spaces, moments, and processes—what exists in the ‘in-between’ as effects of 
relational encounters (Barad 2007, Harris 2021). Agency, understood in this way, is not 
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owned; it is not a fixed property. It is a phenomenon that emerges from relational 
dynamics, shaped and given form by these intra-actions. It is through these dynamics—
and their processual effects—that agency takes on its agential capacity, its ability to act 
upon the world, have an effect, and be affected by the world. 

Accordingly, this is why I draw from Barad and feminist relational theory to 
conceptualise the distributed agency we observe in the relational encounters between 
algorithmic platforms and users. This agency is fundamentally intra-active and 
interstitial. It is not something that users possess, nor is it solely the product of the 
technical, algorithmic, and computational assemblages of platforms. Rather, it exists in 
the relational space that emerges between users and platforms. As feminist relational 
theory has shown, this space is not one of absolutes, fixed categories, or binaries, but one 
of becoming—a relational effect that unfolds through entanglements and intra-actions 
(Dillen 2018, Elbanna 2018). 

What I mean by this is that the sense, the feeling, the effect, or the manifestation that 
arises when the algorithmic assemblage of platforms operates to recommend, direct, or 
steer the user toward a particular behaviour is not something that can be fully attributed 
to the user’s intention or any internal state within them. Nor is it something entirely 
external to them, dictated solely by the platform’s algorithmic processes. Instead, it 
emerges as a relational phenomenon—an interstitial force that exists in the space and 
moment where these elements intersect. 

And so, the user does not so much act as they intra-act. It is not so much that they intend, 
but rather that the feeling or behaviour to act is co-constituted (Bozalek and Zembylas 
2017, Harris 2021). In this way, the user does not fully decide; instead, the feeling and 
experience unfold—not as something they control or consciously intend, but as 
something that is felt, done, performed, and brought into being. It is a process, not of 
isolated agency, but of relational emergence, where the act itself arises through and 
within the entanglement of user and system. 

As such, this unfolding can be understood as what Karen Barad terms diffraction (Barad 
2014), because it suggests the dynamic and relational nature of agency and causation 
within an assemblage. Barad’s concept of diffraction, borrowed from quantum physics 
and feminist relational theory, seeks to capture how phenomena unfold not in linear or 
predictable ways, but as patterns of interference and relational becoming (Barad 2014). 
Diffraction captures how elements—be they material, social, or discursive—intra-act, 
entangle, and mutually shape one another to produce emergent effects that cannot be 
attributed solely to any individual component (Bergsdóttir 2017, Harris 2021). 

When applied to the phenomenon of recommending, the process is not fixed or 
determined in advance; instead, it is emergent, shaped by the intersection of countless 
variables—historical data, algorithmic weights, user preferences, optimisation logic, and 
the platform’s overarching goals. The patterns of intra-action that result are not 
reflections (a static mirroring of inputs) but diffractions—complex, nonlinear patterns of 
interference and emergence. These patterns create something new: a distributed agency 
that exists neither solely within the user nor entirely within the algorithm, but as a 
relational phenomenon that only arises through their entanglement. 
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8. Law and possessive agency: DSA, OSA, GDPR, AIA 

Yet, when we examine the major laws aimed at protecting users from harm in the EU 
and UK—such as the General Data Protection Regulation (GDPR) (2016), the Digital 
Services Act (DSA) (2022), the Online Safety Act (OSA) (2023), and the Artificial 
Intelligence Act (AIA) (2024)—a foundational assumption underpins them: the idea that 
agency is a possessive characteristic. That is, agency is treated as an inherent property of 
the individual, something users possess internally and can exercise autonomously to 
shape their actions, safeguard themselves, and manage their online experiences. 

Take the GDPR as an example. Foundationally, the GDPR is built on the assumption that 
individuals possess agency as an internal quality that enables them to consent to the 
processing of their personal data or to enter into service contracts that require such 
processing (GDPR, arts. 4(11), 5, 7, 13–14). This internal, self-contained agency 
legitimises the processing of data under the GDPR. Once users engage with platforms, 
it is further assumed that their agency allows them to protect themselves by exercising 
their rights. For instance, they may withdraw consent, object to the processing of their 
data, request data erasure, or seek rectification (GDPR, arts. 15–18). The fundamental 
idea here is that users possess an autonomous, self-contained agency that empowers 
them to undertake these actions independently. 

Following this reasoning, when users encounter recommendations on platforms and act 
on them—whether by engaging with or ignoring the suggested content—the assumption 
is that their actions reflect their internal agency. This framework conceptualises agency 
as entirely within the user, as a property that governs their intentions and decisions, and 
regards the platform merely as a neutral tool. Much like a hammer, the platform is 
thought to be an instrument that users manipulate to express their own will or 
intentions. 

However, this understanding has significant limitations. Because data protection laws, 
and the broader legal architecture governing platforms, are built on this possessive, 
liberal conception of agency, they lack the language or conceptual space to recognise 
how platforms might position users in ways that influence, co-constitute, or even 
constrain their agency. Modern recommendation systems, particularly those powered 
by advanced algorithmic processes, as I have argued, possess directive power far beyond 
the simplistic ‘tool-like’ role these laws envisage. The laws fail to address the possibility 
that user agency could emerge relationally or be fundamentally shaped by the platform’s 
operations. 

It might, however, seem reasonable to question how my argument holds when laws such 
as the UK’s OSA and the EU’s DSA impose obligations on platforms to identify and 
remove illegal content (OSA, §§ 9–12; DSA, arts. 7, 16, 23, 34–35). Would this not suggest 
that the concept of agency as an individual, possessive characteristic is not as 
foundational as I propose? These laws, however, do not appear to fundamentally 
challenge the core assumption that agency is primarily understood as an individual, 
internal possession. The presence of legal restrictions on criminal behaviour—whether 
in the context of platforms or elsewhere—does not negate the broader conception of 
agency as a foundational principle. Just as laws prohibiting acts like theft or homicide 
do not invalidate the idea of personal autonomy and responsibility, so too do these laws 
fail to undermine the assumption that users retain individual agency when engaging 
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with platforms.The focus of these laws on illegal speech and conduct does not alter the 
foundational idea that users are perceived as possessing the internal agency to decide 
what they wish to watch or engage with online (DSA, arts. 7, 16, 23, 34, 35, 45; OSA, §§ 
9–10, 26–27, 71, 121). These laws are primarily carving out specific categories of 
prohibited content but do not alter the broader foundational model. In fact, the 
safeguarding provisions in these laws reinforce this assumption. For example, under the 
OSA, one of the ways users are protected from harm is by requiring platforms to provide 
them with the option to exercise their individual agency, such as by setting filters for 
words or types of content they do not wish to encounter (OSA, §§ 15, 22, 70, 77). 
Similarly, the DSA obliges platforms to provide users with the option to opt out of 
personalised recommendations (DSA, art. 38). 

Even in cases where platforms are required to avoid certain practices, the underlying 
possessive foundations of agency remain intact. For instance, the DSA includes 
provisions prohibiting platforms from employing ‘dark patterns’—deceptive practices 
designed to complicate actions such as cancelling subscriptions or opting out of services 
(DSA, art. 25). Similarly, the EU’s AIA prohibits the use of subliminal techniques, such 
as flashing images or sounds, to influence behaviour. It also restricts the deployment of 
algorithms that specifically target vulnerable groups, including children and the elderly, 
based on their membership in those groups (AIA, art. 5(1)(a)–(c)). While these provisions 
address particular harmful practices, they do not fundamentally challenge the broader 
conception of agency as an individual, possessive characteristic. 

Rather, these laws narrowly focus on identifying discrete actions—such as concealing 
cancellation options, using subliminal messaging, or designing algorithms to 
manipulate specific groups—that might undermine individual agency. These measures 
are designed to safeguard and preserve that agency, rather than to reframe or contest its 
foundational position. Far from undermining the assumption of agency as an internal 
possession, these laws underscore its centrality by targeting specific, deliberate actions 
that could erode it. In this sense, they exemplify the extent to which current regulatory 
frameworks are committed to protecting the liberal, individualistic conception of 
possessive agency. 

My contention is that this same logic applies to the way various laws—whether the 
GDPR, OSA, DSA, or the AIA—focus specifically on children and minors as a distinct 
group deserving special protection (GDPR, recitals 38, 49 and art. 8; OSA, §§ 12, 29, 35–
37, 53, 60–61; DSA, recitals 46–47, 71, 104 and art. 28; AIA, recital 13 and art. 5(1)(b)). The 
explicit identification of children as requiring unique safeguards, while presuming that 
other users possess a fully developed internal agency, reinforces the foundational 
assumption that agency is an inherent, individual characteristic. 

The classification of children and minors as necessitating special protection does not 
contest the broader idea of agency as an internal possession. Instead, it reinforces this 
notion by framing children as temporary exceptions to the general rule. These laws 
operate under the implicit assumption that children, due to their age and developmental 
stage, have not yet attained the condition of autonomy attributed to adults. 
Consequently, the protections afforded to children and minors are presented as 
provisional, functioning as interim measures until they ‘graduate’ into the generalised 
condition of possessing full, self-contained agency. 
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By establishing this category of special protection, the laws, in effect, underscore the 
notion that the majority of users—those who are not children or minors—are presumed 
to be fully capable of exercising their agency and safeguarding themselves. In this way, 
these laws do not fundamentally challenge the conceptual foundations of possessive 
agency. Instead, they reinforce it by delineating narrow exceptions that merely highlight 
the presumed autonomy of the majority population. This preserves the status quo, 
suggesting that the majority of users are not vulnerable precisely because they are 
assumed to already possess the internal capacity for autonomous decision-making. 
However, this assumption fails to account for the extent to which algorithmic systems, 
particularly those relying on deep neural networks, reinforcement learning, and multi-
armed bandits, systematically erode the conditions necessary for meaningful autonomy. 
These systems are designed to eliminate randomness in individual behaviour, refining 
their predictive accuracy to such a degree that the user’s capacity for independent choice 
becomes entangled with and, in some cases, subordinated to algorithmic optimisations. 
In this sense, users are not simply exercising autonomy within these systems; rather, 
they are increasingly consenting—whether knowingly or not—to a mode of intra-action 
where their agency is pre-structured by the system’s capacity to predict and direct their 
choices. This raises fundamental questions about whether decision-making autonomy, 
as traditionally conceived, remains sustainable when user behaviour is not only 
anticipated with near-perfect accuracy but also guided by algorithmic architectures that 
shape both the perception and experience of choice itself. 

To reiterate and clarify, all of these laws are fundamentally grounded in the premise that 
agency is an inherent characteristic within the individual, conceptualised as an internal 
property. They also presume a distinct separation between users and platforms, treating 
platforms as external tools devoid of the capacity to co-constitute or reshape user agency. 
Under this framework, there is an implicit binary view of agency: it is either something 
users possess—such as in the general population, with children being a temporary 
exception—or something users are deprived of due to clear and deliberate acts of 
deception, such as the use of dark patterns or subliminal messaging, or because they are 
specifically targeted as members of a vulnerable group. 

This binary understanding extends beyond agency to encompass power, which is 
conceptualised as either explicitly present and exercised through external coercive acts 
(e.g., deceptive practices or deliberate targeting) or absent in all other situations where 
such overt mechanisms are not evident. This rigid framing precludes any recognition of 
the relational dynamics between platforms and users, where agency is not a fixed 
possession but something co-constituted through their intra-actions. 

9. The limits of possessive agency in light of the transformative and directive 
power of modern recommendation systems  

This brings me to the question of why this issue matters—not just why it is important, 
but why it poses a specific problem for the law and what role, if any, the law can play in 
addressing it. I understand that one could interpret what I have argued so far as simply 
pointing out comparative differences without significant consequences or harms that 
require legal intervention. In other words, why should it fundamentally matter that 
these laws conceptualise agency as a possessive characteristic within the individual, 
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rather than recognising the person—their subjectivity—as something co-constituted 
with the platform? 

This is important for several reasons. The first and most significant reason is that by 
adopting the assumptions underpinning these laws, we fail to account for one of the 
most significant and transformative forms of directive and constitutive power to have 
emerged in the last decade: the use of deep neural networks, vast computational 
assemblages, sophisticated algorithms, and predictive models. These systems, through 
their immense scale and reliance on the law of large numbers, have achieved a level of 
precision where the gap between their predictions and actual user behaviour is now 
negligible. This extraordinary asymmetry of power, created and sustained by these 
systems, is being excluded from the legal and regulatory conversation. What I am 
suggesting here is that by treating these systems as neutral, inert tools—akin to a 
hammer that exists ‘over there,’ entirely distinct and separate from those entangled with 
its workings—we obscure the reality of their immense intra-active, diffractive, and 
interstitial force. 

That is to say, when systems leveraging deep neural networks, scaling laws and the law 
of large numbers, and multi-armed bandits and reinforcement learning achieve the 
ability to ‘predict’ with potentially over 90% accuracy what will keep us engaged—even 
without direct data about our behaviour—and where the gap between prediction and 
actual behaviour is negligible or confined to rare outliers, we are no longer observing 
‘prediction’ in the traditional sense (Révész 2014, Covington et al. 2016, Zhang et al. 2024). 
These systems, in effect, guide and direct our actions with such extraordinary precision 
that it becomes inadequate to use the language of prediction or to frame this 
phenomenon through the lens of individual agency. What we are encountering here is 
something fundamentally different in its constitutive power—an intra-active unfolding 
and an interstitial force that exists neither solely within us nor entirely within the system. 
Instead, it occupies a distinct and immensely powerful space due to its properties as an 
emergent, entangled, and relational phenomenon. 

This force does not arise from intention, individual action, or internal states but emerges 
as a relational effect—a dynamic unfolding of these entanglements. It represents a 
distinct form of intra-action that demands a radical rethinking of the foundational 
assumptions traditionally held in law about choice, autonomy, and decision-making. 
Indeed, it challenges the very concept of legal subjectivity—the notion of what it means 
to be a legal subject—and compels us to reconsider how current applicable laws (e.g., 
GDPR, OSA, DSA, AIA) imagine and construct legal subjects in the first place. 

By this, I mean that if we now have intentionality functioning within the margins of 
statistical error and agency (Révész 2014, Covington et al. 2016, Zhang et al. 2024) as a 
force that operates not at the individual level but at an aggregate level—while 
simultaneously generating the experience of individual agency (Covington et al. 2016, 
Zhou et al. 2020, Adomavicius et al. 2021, Wang et al. 2021)—then who, exactly, is the 
legal subject the law assumes it is addressing? When we are operating within such fluid 
intersections, fragmented points of agential action, and exceedingly narrow scales of 
influence, how does the law define or conceptualise the entity that is deciding and 
making decisions in such a context? 
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If individual action—or, for that matter, the individual per se—within a recommendation 
system is treated as noise (Conti et al. 2018, Xin et al. 2023), in the sense that prediction 
does not operate at the level of the individual but only makes sense as a relational, 
aggregate phenomenon, then the role of the individual becomes fundamentally 
redefined. In this context, the individual is not irrelevant but gains significance only by 
virtue of their relation to massive training datasets, algorithmic weights, and distributed 
and parallel reinforcement learning processes that occur synchronously and 
simultaneously at both individual and collective levels (Covington et al. 2016, Zou et al. 
2019, Sharma et al. 2021, Stamenkovic et al. 2022, Feng 2024). 

This raises an important question: in what way, and where, can we locate any space for 
possessive agency? If actions within such a system derive their meaning and significance 
solely from relational positionality—a phenomenon shaped by entanglement and intra-
action rather than autonomous intent (Dillen 2018, Verlie 2020, Harris 2021)—then the 
existing conception of agency as something inherently owned or possessed by the 
individual is fundamentally destabilised (Mackenzie and Stoljar 2000, Nedelsky 2011, 
Stoljar and Mackenzie 2022). 

10. The perils of algorithmic influence: Vulnerabilities and high-stakes 
outcomes 

However, my concern, in this context, is not that algorithmic systems are inherently 
harmful or that their generative capacities are always negative, per se. In many cases—
education, skill acquisition, entertainment, such as learning new languages, mastering 
technical skills, discovering creative outlets, or accessing entertainment, such as music—
these systems can provide immense value. My concern is about when the significant 
directive power of modern algorithmic systems and the distributed, emergent, co-
constituted agency they generate operates in high-stake contexts where users are 
vulnerable.  

One such context is mental health crises where users may be struggling with depression, 
anxiety, grief, or other acute mental health conditions (Gibson 2016, Sangeorzan et al. 
2019, Raj et al. 2022). I am also deeply concerned about those in isolation or facing 
marginalisation—that is, individuals disconnected from support networks or seeking 
validation and connection (Belfort and Miller 2018, Woloshyn and Savage 2020, Moss et 
al. 2023, Monks-Woods et al. 2024). Additionally, and more generally, I have in mind 
those in states of desperation, by which I mean circumstances marked by heightened 
uncertainty (e.g., where outcomes are unpredictable or unknown, leaving individuals in 
a state of anxiety and cognitive overload) and emotional distress, and a pressing need 
for resolution, whether due to financial instability, medical crises, personal loss, or other 
complex life challenges that narrow cognitive options (e.g., reducing the ability to 
critically assess choices, deliberate rationally, or explore alternative courses of action due 
to mental or emotional strain) and, thus, heighten susceptibility to influence (Cuthbert 
et al. 2003, Verhoeven et al. 2011, Lang 2019, Keles et al. 2020). 

The concern I have is that the types of questions, information, or guidance sought by 
individuals in vulnerable contexts via these platforms are often open-ended (e.g., 
questions about meaning, purpose, coping mechanisms, or solutions to complex 
emotional, social, or practical challenges without a single definitive answer) (Ruiz-
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Gómez 2019, Vega 2023, Ng et al. 2024), with multiple and diverse potential pathways 
that a recommendation engine could present (Lavorgna et al. 2018, Gupta et al. 2020, 
Hayes and Ben-Shmuel 2024).  

These trajectories can be deeply constitutive—shaping their worldview, decisions, and 
significant life outcomes, such as whether to reconcile or sever ties with a partner after a 
relationship breakdown, whether to continue or discontinue mental health medications, 
or how to navigate feelings of profound loss or existential uncertainty (Sangeorzan et al. 
2019, Raj et al. 2022, Moss et al. 2023). For example, a user grappling with the collapse of 
their marriage might encounter content ranging from constructive advice by licensed 
therapists to misleading guidance from self-proclaimed relationship ‘gurus’ who exploit 
their emotional vulnerability (Baker and Rojek 2020, Martaningrat and Kurniawan 2024). 
Such trajectories might lead them to radical ideologies about gender roles, ‘toxic’ 
narratives that blame one partner entirely, or even predatory communities offering 
oversimplified fixes for complex personal issues (Närvänen et al. 2020, Aw and Chuah 
2021). 

In another case, a user questioning whether to take prescribed medication for depression 
might be directed to supportive, evidence-based medical advice—or, conversely, to anti-
psychiatry communities, conspiracy theories, or alternative remedies that promote 
unregulated or potentially harmful treatments. Such content might encourage the user 
to abandon clinically recommended care in favour of pseudoscientific practices, 
unproven herbal supplements, or extreme dietary regimens, which could exacerbate 
their condition, lead to financial exploitation, or even pose serious health risks if critical 
symptoms are left untreated or mismanaged (Vega 2023, Guo et al. 2024, Ng et al. 2024). 
Similarly, those wrestling with grief or searching for purpose could be guided toward 
either constructive spiritual or therapeutic content or exploitative influencers offering 
pseudoscientific solutions or radical ideologies presented as empowerment—such as 
narratives promoting extreme self-reliance, fatalistic worldviews that discourage 
seeking help, conspiracy-laden spiritual practices, or insular communities that frame 
personal struggles as evidence of higher purpose while isolating individuals from 
external support (Lavorgna et al. 2018, Gupta et al. 2020, Heřmanová 2022, Lawrence 
2022, Balishyan and Kompatsiaris 2023, Parciack 2023, Monks-Woods et al. 2024). 

My contention is that the significant risk for individuals in such vulnerable conditions 
arises from the confluence of multiple interdependent factors, each exerting a 
disproportionate influence on their susceptibility to harmful pathways. In these 
contexts, modern recommendation systems can rely on a powerful combination of 
directive and exploratory powers (e.g., multi-armed bandits, reinforcement learning, 
deep neural networks, algorithmic weighting of engagement metrics, large-scale 
training datasets, and predictive modelling techniques), calibrated to maximise 
engagement by dynamically adapting to the user’s emotional, cognitive, and 
behavioural signals. For someone grappling with acute mental health challenges, each 
variable—such as the severity of emotional distress, the degree of isolation, the urgency 
of resolving uncertainty, or the precision of algorithmic predictions—acts as a weighted 
force, amplifying their influence on the system’s outputs. For instance, high emotional 
distress carries significant weight, intensifying the user’s focus on content that promises 
immediate resolution or validation, regardless of its accuracy or long-term implications. 
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At the same time, the system’s ability to continuously refine its recommendations based 
on exploratory strategies means that even marginal signals—such as prolonged pauses 
on specific content—can be magnified and incorporated into its decision-making. The 
intersection of these forces can generate feedback loops, where the algorithm not only 
detects and reinforces the user’s vulnerabilities but also amplifies them by steering 
them—through exploratory techniques such as multi-armed bandits testing various 
content combinations, reinforcement learning optimising for engagement metrics, and 
contextual fine-tuning based on implicit signals like watch time, scrolling behaviour, and 
interaction patterns—toward highly engaging yet potentially harmful trajectories. 

This relational entanglement between user vulnerability and algorithmic precision 
means that risks are not additive but multiplicative (i.e., the various factors—such as 
user emotional state, algorithmic exploratory techniques, and the dynamic fine-tuning 
of content rankings—do not merely stack their effects linearly but instead interact in 
ways that exponentially amplify the impact of each, creating a compounded and deeply 
entangled influence on user behaviour). The system’s immense computational capacity 
is capable of turning isolated signals into deeply constitutive pathways. The result is a 
context where harm emerges not from a single variable but from the complex, dynamic 
entanglement of all contributing factors that constitute a gravitational pull, or 
distributed and co-constituted agency, so powerful that users—particularly those in 
vulnerable contexts or conditions marked by heightened emotional distress, cognitive 
overload, or desperation—find it nearly impossible to resist. By this, I mean that the 
directive pull of these systems, driven by scaling laws and the laws of large numbers, 
operates with such precision that individual variability becomes statistically negligible. 
This enables the system to create pathways that feel intuitively inevitable by aligning 
user behaviour so closely with algorithmic predictions that the sense of agency is 
effectively absorbed into the system’s optimisation processes. 

11. Conclusion 

The key question for legal scholars and those interested in algorithmic governance is 
this: at a fundamental level, what is this distinct form of agency that the law must now 
contend with, and how does it differ from how agency has traditionally been conceived 
in legal frameworks? Further, what are the limitations and potentialities of the law in 
addressing the unique harms that may arise when agency—the capacity to act—is so 
deeply co-constitutive and relational? 

An immediate response might suggest increased transparency and disclosure as a 
solution. However, this approach is fundamentally limited in this context. The co-
constitutive, intra-active, and interstitial nature of the directive power we are concerned 
with is emergent and diffractive; it is not something that can be neatly articulated or 
fixed in a clear description. The complexity and sophistication of these systems, 
particularly those driven by deep neural networks, defy simple models of transparency. 
These systems do not operate through rigid, rule-based mechanisms (e.g., “if X, then do 
Y”) but rather through probabilistic logics, patterns of aggregate behaviour, and the 
dynamics of machine learning. Consequently, there is no static process or mechanism to 
disclose; instead, there is a directive effect that emerges as a product of these relational 
and interactive dynamics. 
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Focusing exclusively on transparency or disclosure risks reinforcing the very 
problematic assumptions underpinning current law—such as those embodied in the 
GDPR, OSA, and DSA—grounded in a possessive, individualistic understanding of 
agency that treat it as something internal to the individual. By prioritising transparency, 
we risk obscuring and, in effect, perpetuating this problematic assumption. The 
problem, as I see it, lies in recognising that the form of agency at play here is not 
individual or internal but fundamentally relational, distributed, and emergent. Any 
attempt to address these systems solely through transparency risks misdiagnosing the 
nature of the issue and, so, fail to engage with a material, contributory source of the 
harm. 

This brings us to a broader question: why should this even be considered a legal 
problem? My response is twofold. First, we must not view this distinct form of agency 
as something that exists outside of law. Rather, it is an effect of the constitutive power of 
law itself. By this, I mean that this emergent, interstitial form of directive power arises 
because of the specific ways law conceptualises and regulates agency. The legal focus on 
individual, possessive agency creates the very conditions under which this relational 
and directive power can emerge and operate. In other words, this is not a problem 
resulting from the absence of law but from the particular ontological framing and 
assumptions embedded in the law. 

Secondly, and relatedly, law, as Judith Butler has argued (drawing on Foucault’s concept 
of the dispositif), is not merely coercive or restrictive (Butler 1989, 1990). It is also 
productive and generative, shaping the subjects, objects, and relationships it seeks to 
govern. Thus, this issue is not external to law but is, in fact, a product of legal thinking. 
This recognition invites a shift in focus: rather than asking whether this is a problem for 
law, we should be asking how law should configure and constitute its subjects, objects, 
and relationships in this context (Foucault 1971, Foucault and Sheridan 1972, Butler 1989, 
Munro 2003, Hartsock 2013). Should the current relational configurations be left 
unexamined, with directive and constitutive power operating as it does now? Or is there 
space to imagine and implement a different mode of thinking about and regulating these 
relationships? 

While I do not claim to have easy or definitive answers, it is imperative to re-examine 
the foundational ontological frameworks of agency that underpin current legal systems. 
Laws such as the OSA, DSA, GDPR, and AIA are all grounded in a possessive, 
individualistic conception of agency. We need to explore the possibilities of moving 
beyond this framing towards a relational, intra-active, and diffractive understanding of 
agency and power. Such a shift would enable us to reconsider how law conceptualises 
its subjects, objects, and mechanisms of governance in this context, not as fixed entities 
but as fluid and dynamic processes that shape and reshape autonomy in real-time. If we 
were to view autonomy as something that fluctuates in the motion between prediction 
and action—rather than as a static possession—this would require legal frameworks to 
acknowledge that users do not merely act upon platforms but are, in turn, acted upon in 
ways that condition, expand, or constrain their ability to choose. The legal subject would 
need to be re-imagined as existing within this motion, with autonomy being neither fully 
present nor entirely absent but instead dynamically negotiated at the intersection of user 
engagement and algorithmic inference. By recognising this, we could begin to develop 
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regulatory models that do not merely assume an individual’s agency as a given but 
instead account for the shifting and emergent nature of autonomy within algorithmic 
environments.This re-imagining is especially urgent given the increasing power of 
algorithmic systems. The capabilities of deep neural networks are being augmented and 
expanded through technologies like large language models, generative AI, and 
transformer-based architectures. These advancements are already being integrated into 
recommendation systems—YouTube, for instance, has begun experimenting with these 
technologies (Zhang et al. 2024). As these systems mature, their directive and constitutive 
power will likely become even more pronounced, leveraging and intensifying the effects 
of deep neural networks, multi-armed bandits, individual and collective reinforcement 
learning, and the law of large numbers. That is, the gap between what these systems 
predict and what users actually do is going to get even narrower and more negligible in 
ways that further increase the potential of the system to direct and co-constitute user 
subjectivity. 

In light of these developments, it is important to move beyond the possessive, 
individualistic understanding of agency that dominates current legal frameworks. 
Instead, we must focus on the emergent, interstitial, and distributed forms of agency that 
these systems generate. This is not merely a short-term issue; it represents a long-term 
challenge that will only grow more significant as these technologies continue to evolve. 
Addressing this requires a fundamental rethinking of how law imagines and configures 
its subjects, objects, and relationships in the attention, platform, and surveillance 
economy. 
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